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The Memory Bottleneck

» Typical CPU clock rate » Thisproblem getsworse
— 500MHz (2ns cycle time) — CPUs get faster
» Typical DRAM accesstime — Memories get bigger
— 60ns (about 30 cycles) * Memory delay is mostly
. Typ|ca| main MEMOory access communication time
— 200ns (100 cycles) — reading/writing a bit is fast
» DRAM (60), precharge (40), — ittakestimeto
chip crossings (50), overhead  select the right bit
(50)- « route the data to/from the bit

* Our pipeline designs assume 1
cycle access (2ns)
» Average instruction references
— linstruction word
— 0.3 datawords
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Economics of Memory

Cost of fast memory Cost of slow memory
(n$/bit)
Cost of large memory Cost of small memory
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Physics of Memory

(fd/bit-access) —_—

Access time Access time
of large memory of small memory
Cost of fast memory Cost of slow memory
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Cache Memory

* Small fast memory + big slow

memory
* Lookslike abig fast memory

Small My
Fast

Big
Slow
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Memory System Performance

OOOE

20 2, X2: X )

& TO >
Latency, T, To +k*T, for multiple words
Throughput, /T, Bandwidth, W/T,,
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The Memory Hierarchy
Registers lcy 3-16 words/cycle  compiler managed
CPU ¢
Chip
Level 1 Cache 1-3cy 1-4 words/cycle hardware managed
v
Level 2 Cache 3-10cy 1-2 word/cycle hardware managed
Chips ¢
DRAM 30-200cy 0.3-2 words/cycle OS managed
Mech E 106-107cy 0.01 words/cycle  OS managed
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Memory Technology
SRAM (Static RAM) DRAM (Dynamic RAM)
e Medium Density » High density
— ~10°5 b/mm? — ~106 b/mm?
* Simple Timing »  Complex timing
* Low latency » High latency
* High bandwidth * High bandwidth
» High operating power » Lower operating power
* Low standby power » Higher standby power
* Norefresh * Refresh required
» Easy to multi-port * More challenging to multi-port
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Locality of Reference

» Spatia Locality » Temporal Locality
— likely to reference data near — likely to reference the same
recent references data that was referenced
recently
Stack
Code
Array
LR P
Location t
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Program Behavior

» Locality depends on type of program

» Some programs ‘behave’ well
— small loop operating on data on stack (towers of hanoi)

» Some programs don’t
frequent calls to nearly random subroutines
traversal of large, sparse data set
« essentially random data references with no reuse
* reuse patterns too long or complex to manage
streaming data
thisismore typical of real applications
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Average Memory Access Time

Example

T, =50 cycles
Tave= 0.95(1) + 0.05(50) = 3.45cycles

TAVG = pTH + (1- p)TM

TAVG = é pl-l—l

T,=1cycle, p,=0.95

Ty, P2

T2, P2

T3, Ps
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Cache Organization: Associative Memory

Address
42
27 95
15 11
42 75
/ 86 33
V_alid 75
bits Data

Search directory memory for matching
address
Read corresponding data location
Can put any address in any location
(flexible)

— minimizes conflict misses
Requires a comparator for each address
(expensive)

— 9T or 10T CAM cell vs. 6T RAM cell
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Review

» Cacheslet small fast memories ook like large fast memories

» Key questions:
— How to find itemsin the cache
— What to put in the cache

» Performance Factors:

Cache size

Associativity

Block size/Subblock size
Write-hit policy/Write-miss policy
Miss penalty/Fill rate
Replacement policy
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Cache Organization: Associative Memory

» Search directory memory for matching

Ad(irzess address
* Read corresponding data location
l » Can put any addressin any location
27 95 (flexible)
15 11 — minimizes conflict misses
42 5 * Requires acomparator for each address
86 33 (expensive)
/ l — 9T or 10T CAM cell vs. 6T RAM cell
bis. s
Data
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Direct-Mapped Cache

No choice about where to put
data ==> conflict misses

Ties number of sets to cache
size - may make parallel
translation hard

S
Entries|

>
>

No switching of output data,

Can speculatively use data
while performing comparison

[ F | b |

Tag | Set

Hit  Data T Confirm Hit
Address

Data Available

Start Cache Access
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Set-Associative Organization

A elements per set

A —

Sets

Y A Y A
Teg
Address
Hit Data
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Set Associative Cache

e S-sats » Low address bits select set
* A -dementsin each set — 3inexample

— A-way associative » High address hits are tag, used
» Intheexample, S=8, A=4 to associatively search the

— 4-way associative 32-entry selected set

cache e Extreme cases
» All of main memory is divided — A=1: Direct mapped cache
into S sets — S=1: Fully associative

— All addressesin set N map to * A need not be a power of 2
same set of the cache

¢ Addr=Nmod S
¢ A locations available

» Shares costly comparators

across sets
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Block Size

Really two types of blocks

S B, Unit of associativity -

Entries one tag for B, words
” B; Unit of transfer, move
B words to/from main

memory as a unit.

one valid bit for each By
words

Need not be the same, but
Ba2® Bt

| Tag | Set |Word|
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Block Size

 Choice of block size based on
— gpatial locality
« bigger blocks give lower miss rate
(diminishing returns) miss
— ratio of misslatency to cycletime penalty
s TYTy
« big blocks increase miss penalty T,
— cost of directory
« larger blocksimply smaller
directory
e can beimportant if directory ison-
chip and data array is off-chip

cy

Block Size

A\ 4
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Locating Data in the Cache

S

Entries|

>

I
| Tag | Set |Word|
[\

Index Offset
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Locating Data in the Cache

S
Entries|

7\

Index Offset
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Cache Bandwidth

D-Mem

- I
A DO —| E
4 I
|1
—

DI

| 2 memory accesses per clock I
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Cache Misses - the 3 Cs

» Compulsory
— first accessto ablock
e cold start
¢ non-stationary behavior
» Capacity
— misses caused by limited cache size
» Conflict
— misses caused by limited entries per
Set
» What cache parameters affect
which of the Cs?
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Reservation Problem

Tag Tag
Dir >| Dir
Set Set
Data —»D—» pata
_)

Data

Address Bus
Data Bus

A0 Al A2 A3 A4 A5
DO D1 D2 D3 D4
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Cache Write Buffers

Dir Dir
Set_| Set
Data —)D—) Data
_)

Data

Address Bus A0 Al A2 A3 A4 A5 A6 A7
DataBus DO D1 D2 D3 D5 D6 D4 D7
Write Buffer D4 D4
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Mapping and Tagging
» Can addressthe cache (select a
sef) with avirtual or physical P FA S 6
address
» Can compare virtua or physical Physical Cache
tags
« Physically mapped, virtually I RLNIN
tagged L
— with paging low bits are
untranslated TLB %
. . VA
— what if the number of setsis
greater than the blocks per Tag L > Data
page? $ .
— what about aliases gElag
(synonyms)? homonyms? TLB
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Mapping and Tagging Il

Can overlap bits of set and

VA tag to allow number of sets
| PID| Page | Offset | greater than page size (in
Set | blocks)
[_Tag | Include PID in tag to eliminate
—> Data
> $ homonyms
Tag Synonyms (aliases) still a
N problem unless a physical
TLB .
cache is used
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Synonyms & Homonyms

* Memory is aways physically addressed - problems can arise
when caches are addressed differently

* Homonyms

— Thesame VA is mapped to two PA (2 processes)
« Problemsif the cacheis virtually-tagged
« Solved by adding PID to VA

* Synonyms (aliasing)
— Two VA are mapped to the same PA
» Both addresses must access the same cache data for correctness.
e Solved by:
— Disallowing shared pages (limits system capabilities)
— Flushing cache between processes

— Limiting cache bank size to no more than 1 page (for VI/PT)
— Restricting VA->PA mappings so index bits are identical (for VI/PT)
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Write Hit Policy

» writethrough

— update next level on every
write

— cacheisawaysclean

— lots of traffic to next level
(mostly writes)

* write back

— writeto cache and mark block
dirty

— update main memory on
eviction

— lesstraffic to next level, but

more complex eviction and
coherence

reservation problem
— reads use directory and data
array at the sametime
— writesuse directory first, then
data array
— how do we pipelineto allow
oneread or write per cycle?
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Write Miss Policy

* Writeallocate
— alocate anew block on each
write

— fetch onwrite
« fetch entire block
 then write word into block

— no-fetch
« alocate block but don’t fetch
« requiresvalid bits per word
* more complex eviction

Write no-allocate
— don't alocate a block if its not
already in the cache
— writearound the cache
— typically used by write through
since we need update main
memory anyway
Writeinvalidate
— instead of update for write-
through
Sometimes we would like to
have aread no-allocate as well
— irregular accesses on a

machine with alarge block
size
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Replacement Policy

* Onacache misswe need to
evict aline to make room for
the new line

* Inan A-way set associative
cache, we have A choices of
which block to evict

* Which block gets booted out?

— random
— least-recently used
— pseudo LRU
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Multi-Level Caches

» Multiple caches often used in a
hierarchy to give the effect of a 1 cycle
large fast cache.

» Higher levels seejust the
misses (or write throughs) from 4 cycles
lower levels

— problem addresses
— low access frequency
— high missrates

* Ruleof thumb

— increase cache size by 8 to
halve missrate

10 cycles

L1

L3

4KB

miss = 20%
30% writes
write through

32KB

read miss = 50%
write miss = 10%
68% writes

write back

2MB
miss = 25%
write back
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Victim Cache

» Conflict misses usually isolated Set 1W 2W |3W [4W
to afew sets

* Useasmadl, fully-associative
cache to handle these very
popular sets

— oneviction put thevictimin
the victim cache

— Jouppi ISCA 1991

X

X X X X

X X X X X X

N o 0o W NP O
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Non-Blocking Cache

» Throughput depends on

continuing memory operations - e 1
after amiss. Miss1

— long main memory latency f i, Miss2

— hit under miss [CPU ]

. . | Mem |
— multiple outstanding
* Need to keep status of pending Combine Stall only when

misses ¥ V¥ result needed

— destination register, target | - IIJTI

block, word in block —
. . l Mem |
— combine misses to same block
l Mem |

— two options
« keep statusin cache block
* keep in miss status registers
(MSRs or MSHRs)
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ILP Caches

High I L P implementations want to do mor e than one load/stor e per cycle.

Data
Data

_Address
_Address

2-ported
cache

[2] (2]

0 0

o o

o| 8 S| 8

S| © ol ©

<| O <] O

A\ A\
| Switch |

A /} A /}

JV A4 Y _V JV A4 A4 {r
1-ported 1-ported 1-ported 1-ported
cache cache cache cache

Banked cache
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